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Resumo:

      

The profitability of the banks highly depends on the models used to decide on the customer’s
loans. State of the art credit scoring models 
is based on machine learning methods. These methods need to cope 
with the problem of imbalanced classes since credits coring datasets 
usually contain many paid loans, and few not paid ones (defaults). 
Recently, dynamic selection approaches combined with preprocessing 
techniques have been evaluated for imbalanced datasets. However, 
previous works only evaluate pre-processing techniques combined 
with pool generator ensembles. For this reason, we propose to 
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combine random forest and random undersampling with a 
cost-sensitive version of dynamic selection techniques. We assess the 
prediction performance by using seven real-world credit scoring 
datasets with different levels of imbalanced ratio. Experimental 
results show that cost-sensitive dynamic selection combined with 
random forest and random undersampling improves the classification 
performance concerning the static ensembles and the other dynamic 
selection combinations.
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